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Abstract—The Multiwavelength Assemblies for Ubiquitous
Interconnects (MAUI) program is a collaboration between Agilent
Laboratories, Palo Alto, CA, and the University of Southern
California, Los Angeles, with the goal of enabling fiber-to-the-pro-
cessor by developing very-high-density optical interconnects and
complementary metal–oxide–semiconductor (CMOS) interface
electronics. This paper focuses on the parallel wavelength-di-
vision-multiplexed optical interconnect technologies and their
potential impact on computer systems.

Index Terms—Computer architecture, multiprocessor intercon-
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I. INTRODUCTION

BY THE end of this decade, optical interconnects will be
expected to carry much of the board-to-board and pro-

cessor-to-processor bandwidth burden in high-end computer
systems. As processors move to higher pin counts and higher
bus speeds, the purely electrical backplanes used in today’s
high-end systems will not be able to provide the necessary
distance, density, and power dissipation. While optical inter-
connects offer a potential solution, the technologies available
today, which are tailored to the needs of the networking in-
dustry, are far too large, costly, and power-hungry to satisfy
the backplane needs of computer manufacturers. New optical
technologies that optimize bandwidth per unit area, cost, and
power dissipation must be developed. The Multiwavelength
Assemblies for Ubiquitous Interconnects (MAUI) program is a
Defense Advanced Research Projects Agency (DARPA)-funded
collaboration between Agilent Laboratories, Palo Alto, CA,
and the University of Southern California (USC), Los Angeles,
that aims to develop many of the technologies needed to enable
fiber-to-the-processor (FTTP).
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This paper begins with a short overview of the MAUI pro-
gram and its motivation, followed by a more detailed discussion
of those limitations of electrical interconnects that are leading
system architects to begin to consider optical alternatives. The
parallel wavelength-division-multiplexing (PWDM) approach,
being developed at Agilent Laboratories, is then introduced,
including a description of the parallel multiwavelength optical
subassembly (PMOSA) and comparison with other mut-
lichannel fiber-optic technologies. The paper then includes a
discussion of PWDM system optimization, followed by details
of the integrated circuit and PWDM optical multiplexer (mux)
and demultiplexer (demux) technologies. Following this is a
discussion of a possible MAUI-enabled computer architecture
being studied at USC called the encapsulated processor. The
final section of the paper is devoted to manufacturability and
cost issues, which will ultimately determine the success or
failure of the technology.

II. PROGRAM OVERVIEW AND MOTIVATION

Today’s large-scale symmetric multiprocessor (SMP) com-
puter systems include hundreds of CPUs and terabytes of
memory and integrated storage devices, requiring board-to-
board bandwidths approaching 1 Tb/s [1]. Without major
changes in system architecture, server interconnect systems
could be required to carry as much as 40 Tb/s between pro-
cessor boards by the end of this decade [2, pp. 3–4]. Limitations
in printed circuit board and electrical connector technologies
make it unlikely that a purely electrical solution could provide
the necessary bandwidth density to accommodate this need.
Radical changes in architecture, such as the use of directories,
novel coherence protocols, much larger caches, application
parallelization, and clustering have the potential to reduce the
required bandwidth significantly but would be unnecessary if a
suitable optical approach were available.

While it is difficult to specify exact requirements that optical
solutions will need to meet in order to be suitable for computer
backplanes, some goals often mentioned by computer architects
are linear bandwidth density (i.e., the duplex bandwidth per unit
length along the edge of a circuit board, where it connects to the
backplane) in excess of 100 Gb/s/cm, areal bandwdth density
(i.e., duplex bandwidth per unit occupied board area) in excess
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of 100 Gb/s/cm , duplex bandwidth per unit power consump-
tion in excess of 100 Gb/s/W, and a price target of less than
$1/Gb/s for a transmitter/receiver (Tx/Rx) pair, including the
required cabling. Today’s commercially available optical link
technologies fall short of each of these goals by one to two or-
ders of magnitude.

As part of the MAUI program, Agilent Laboratories is devel-
oping optical interconnect technology that will optimize band-
width density, power consumption, and cost through the use of
PWDM, which combines parallel optics [3]–[5] with integrated
coarse wavelength-division multiplexing (CWDM) [6]–[8]. The
PMOSA that Agilent Laboratories is developing will transmit
or receive hundreds of gigabits per second through a multimode
fiber ribbon, with each fiber carrying multiple wavelengths. The
PMOSA is a self-contained assembly consisting of an integrated
circuit, optoelectronics, a PWDM optical mux or demux, and
mechanical features for aligning to a fiber-ribbon ferrule, which
will have a compact footprint 50 mm and low-power
consumption ( 1 W). Particular attention is being paid to de-
veloping technologies that will ultimately minimize component
and manufacturing cost. As will be discussed in Section III, the
cost and performance tradeoffs between a PWDM approach and
a single-wavelength two-dimensional (2-D) parallel approach
will also be studied.

The University of Southern California is investigating the
system impact of FTTP and is developing complementary
metal–oxide–semiconductor (CMOS) circuitry that could pro-
vide a suitable interface between the PMOSA and a processor
or application-specific integrated circuit (ASIC). Experiments
that combine the Agilent PMOSA with the USC interface
electronics are planned.

III. LIMITATIONS OF ELECTRICAL BACKPLANES

Electrical backplane interconnects have a number of perfor-
mance limitations, particularly at bit-rate-distance products in
excess of 5 Gb/s-cm, where a controlled impedance becomes
necessary on electrical lines. This impedance is necessarily low
(25–75 ) due to power consumption and line density consider-
ations [9]. Frequency-dependent line loss, both in the conductor
and the dielectric substrate, is the primary factor in determining
the line-rate-distance product of electrical interconnects. Newer
dielectric materials provide lower loss than a traditional FR-4
PC board, but at longer line lengths, the conductor loss alone
becomes significant. This is illustrated in Fig. 1, which uses a
simple loss model to calculate the maximum bit rate for a given
line length. Briefly, the model uses simple analytic expressions
for the conductor and dielectric losses [10] for microstrip at a
given line length and combines them to yield the frequency re-
sponse of the line. This response is then combined with an input
consisting of the square pulse of a given bit rate (corresponding
to a single “1” bit) to determine the net response at the center
of the eye, from which eye closure is then determined. For this
calculation, the maximum allowable bit rate is chosen to be that
which results in a certain percentage of eye closure at the given
line length.

Curves are shown for microstrip on FR-4 for two different
choices (50% and 75%) of eye closure to indicate how the bit

Fig. 1. Maximum bit rate versus line length for a microstrip on an FR-4 board.

rate improves as more eye closure is allowed. In addition, the
75% calculation is also shown in the case of a lossless dielectric
to indicate the effect of conductor loss alone. As can be seen,
performance is improved as dielectric loss is removed, but even
the conductor loss alone limits the length to less than 0.7 m at
5 Gb/s and less than 0.5 m at 10 Gb/s. By comparison, losses in
optical fiber at these distances are completely negligible. This
calculation assumes a line impedance of 50 , copper conduc-
tors, a line trace width of 101.6 m (4 mil), and a substrate rel-
ative dielectric constant and loss tangent of 4.56 and 0.02, re-
spectively.

Several investigators have recently shown [11] that these
limits can be improved by the use of signal processing. Both
multilevel signaling, which allows a higher data rate for the same
bandwidth, and equalization, which compensates for line loss,
have been employed to varying degrees to achieve 10-Gb/s sig-
naling over 1 m of copper on FR-4. However, this improvement
comes at a high price in terms of power dissipation. For example,
the MAX3804, available from Maxim [12], which extends the
transmission distance for a 10-Gb/s nonreturn-to-zero (NRZ)
signal over FR-4 to 30 inches through receive equalization,
consumes 115 mW. By comparison, a single MAUI channel
running at 10 Gb/s is expected to consume less than 40 mW per
Tx/Rx pair, representing nearly a three-fold reduction in power
consumption. Since the MAUI Tx can be located very close to
the output of the previous stage of electronics, additional power
savings can be realized by reducing the transmitted voltage level
of this stage relative to that required to drive 30 inches of FR-4
backplane.

Electrical backplanes have other limitations that are harder to
quantify than the loss but that are just as important, particularly
as line density increases. Electrical interconnects are susceptible
to electromagnetic interference (EMI) from the board and rack
environment, including (and especially) crosstalk from adjacent
channels. These issues are particularly serious at high-density
connectors which interface plug-in boards to the backplane (see,
e.g., [13] and [14]). These problems become more serious as
signal speeds increase, since the requirement of low crosstalk
and impedance control conflicts with the desire to make the con-
nector small and the bandwidth density large. The use of dielec-
tric rather than metal-based waveguides makes optical intercon-
nects immune to EMI. The very tight confinement of light in op-
tical waveguides (of the order of micrometers) also makes both



LEMOFF et al.: MAUI: ENABLING FTTP WITH PARALLEL MULTIWAVELENGTH OPTICAL INTERCONNECTS 2045

the waveguides and corresponding connectors essentially free
of crosstalk.

In spite of these limitations, however, electrical backplanes
remain the only commercial solution to high-density intercon-
nects in systems today. This is partly because they can be made
to work at the current required line rates, despite their tech-
nical limitations. More important, the cost of electrical solu-
tions remains lower than their optical counterparts. As long as
electrical solutions remain adequate for the required bit rates
and provide a cost advantage, they will continue to dominate
in low-cost, high-volume markets. The challenge for optical in-
terconnects, as bit rates continue to increase, therefore, is to
become cost competitive with electrical solutions while main-
taining the attractive technical advantages they currently enjoy
over their electrical counterparts. In Section IX, we will describe
efforts within the MAUI program to reduce the cost of backplane
optical interconnects.

IV. PARALLEL WDM OPTICAL INTERCONNECTS

The technologies used to implement PWDM in the MAUI
program leverage heavily from previous work in both parallel
optics and integrated CWDM. In a typical parallel optical in-
terconnect, one optical signal is transmitted through each fiber
of a 12-fiber ribbon. Typical fiber ribbon has a fiber-to-fiber
pitch of 250 m and a multimode fiber core diameter of either
62.5 or 50 m, although single-mode fiber has also been used.
The Tx typically contains a 12-channel driver integrated cir-
cuit (IC) and a 12-element vertical-cavity surface-emitting laser
(VCSEL) array, while the Rx contains a 12-channel Rx IC and
a 12-element photodiode array. Both Tx and Rx also typically
include a 12-element lens array for coupling between the opto-
electronics and the fiber.

To improve density and reduce electrical parasitics while
allowing for wafer-scale assembly of optical subassemblies,
a chip-mounted enclosure (CME) scheme was developed by
Agilent Laboratories for use in a 12 10-Gb/s parallel optical
interconnect [3], [5]. In this scheme, the mechanical base of
the subassembly is the IC. Bottom-emitting VCSEL or bottom-
illuminated photodiode arrays are flip-chip bonded to pads on
the IC. A silicon ring surrounding the optoelectronics is also
soldered to the IC, and a microoptic lens array is soldered to
the ring, creating a hermetic enclosure for the optoelectronics.
Finally, a mechanical lid, containing alignment pins, is aligned
and attached to the lens array, creating a prealigned subassembly
that will mate to an MT-ferrule (see, e.g., [15]), which is the
ferrule most commonly used in fiber-ribbon connectors.

Integrated CWDM technology was initially developed to in-
crease the bandwidth-distance limits of multimode fiber in local
area networks (LANs) and to provide a lower cost alternative to
high-speed serial links by using lower speed optoelectronic and
electronic components [6]–[8]. Most recently, this has been ap-
plied to the 10 GBase-LX4 implementation of 10-Gigabit Eth-
ernet [16]. In an integrated CWDM Tx or Rx, a compact optical
mux or demux is directly coupled to an array of photodiodes or
a multiwavelength array of lasers, which, as in parallel optics,
is driven by a multichannel driver or Rx IC.

Fig. 2. Exploded view of MAUI PMOSA Tx (left) and Rx (right). The base of
the PMOSA is a 48-channel IC with wire-bond I/O pads around the perimeter.
A 4 � 12 optoelectronics array is flip-chip bonded in the center, surrounded
by a silicon seal ring/spacer. PWDM multiplexing and demultiplexing optics
(4� � 12 fiber) are attached over the seal ring, and a mechanical lid that
mates to an MT-ferrule sits atop the subassembly. Each PMOSA has a 5 �
8 mm footprint and is expected to consume less than 1 W while transmitting or
receiving between 240 and 720 Gb/s over a 12-fiber ribbon.

PWDM combines parallel optics with CWDM by transmit-
ting multiple wavelengths through each fiber in a ribbon. Some
previous PWDM efforts used wavelength for channel selection
purposes but did not involve simultaneous links operating on all
wavelengths with independent data [17]. Other efforts that did
implement simultaneous links on all channels used aggregated
single-fiber CWDM subassemblies and did not involve a com-
pact package [18].

The MAUI PMOSA leverages the CME approach, originally
developed for parallel optics, while extending CWDM mux and
demux technology to include arrays of many 1 muxes or

1 demuxes on a single chip. Fig. 2 shows the first-genera-
tion MAUI Tx and Rx PMOSAs that have been built. The driver
and Rx ICs, which form the mechanical base of the PMOSA,
each have flip-chip solder bumps for a 4 12 array of op-
toelectronics, with wire-bond pads arranged around the outer
perimeter of the IC for electrical input/output (I/O) to the 48
channels. The initial version of the ICs operate at 5 Gb/s per
channel, but versions operating at 10 and 15 Gb/s per channel
are planned.

The first-generation Tx PMOSA has four 1 12 bottom-
emitting VCSEL arrays, each a different wavelength, flip-chip
bonded to the IC. The wavelengths used are 990, 1020, 1050,
and 1080 nm. The first-generation Rx PMOSA has a 4 12
substrate-illuminated lensed photodiode array flip-chip bonded
to the IC.

The PWDM mux is a passive optical component with a 4
12 array of lenses patterned on the underside and a 1 12 array
of lenses on the top side, which combines the four wavelengths
of the 48 VCSELs into the 12 output fibers. The PWDM demux
has a 1 12 array of lenses on the top side that receives input
from the 12 fibers and separates them into 48 output beams that
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exit the bottom side, where they are focused onto the photodi-
odes by a 4 12 array of lenses integrated into the substrate side
of the photodiodes. Both mux and demux are photolithographi-
cally patterned in wafer form using a process commonly used to
fabricate microlens arrays. Dielectric interference filters are at-
tached to the mux and demux to provide wavelength selectivity.

A mechanical lid is stacked on top of the optics. This lid has
an opening in it for light to pass through and alignment pins to
mate to an MT-ferrule. Once assembled, the PMOSA is ready
to be wire-bonded to an electrical circuit board or other package
and optically connected to a fiber ribbon with MT-ferrule termi-
nation. First-generation PMOSAs have been built and operated
at 5.21 Gb/s per channel to realize a 250-Gb/s link. These re-
sults will be published shortly.

Due to the large number of high-speed electrical I/O ports,
the incorporation of a PMOSA into a system typically involves
two levels of electrical interconnection. As an example, consider
the first-generation MAUI PMOSA, where the I/O pads are dis-
tributed along the periphery of the IC. The first level of inter-
connection can be realized using gold wire bonds to connect
from the IC to a fan-out package with very high trace density,
built with a ceramic or flex circuit board technology. The second
level of interconnection could be a ball-grid array (BGA) inter-
face between the fan-out package and the system board.

The actual module footprint and, hence, the areal density of
interconnection will be, in this case, determined by the min-
imum pitch of the BGA interface. However, the chip-like nature
of the PMOSA lends itself to its direct integration on to a system
chip in a piggyback fashion. In this case, only one level of wire-
bond interconnection is needed, essentially reducing the module
footprint to that of the PMOSA itself. As PMOSA technology
evolves toward higher channel counts, I/O ports will likely be
distributed into an areal array on the IC surface, in which case
the first level of interconnection will be a flip-chip-type inter-
connection, rather than wire bonds.

With a power dissipation of less than 1 W per end and a
footprint of 5 8 mm, a PMOSA operating between 5 and
15 Gb/s per channel could transmit or receive between 240 and
720 Gb/s through a 12-fiber ribbon. The complete PWDM link
would thus have an areal bandwidth density of between 300 and
900 Gb/s/cm (counting only the chip footprint) and a band-
width per unit power of between 120 and 360 Gb/s/W.

The linear bandwidth density at the board edge would depend
upon the type of backplane connector being used. Most optical
backplane connector systems that are commercially available
today are based on the MT-ferrule. Teradyne’s HD-Optyx con-
nector, for example, can accommodate 3.58 MT-ferrules per
inch (data taken from [19]). Using this system, together with
a 6 12 (72-fiber) version of the MT-ferrule [20], results in a
backplane connection with 258 fibers per inch. Assuming that
each 72-fiber ferrule has six short 12-fiber ribbons that are each
routed to a different PMOSA on the board, the linear bandwidth
density of the backplane connection would be between 2580
and 7740 Gb/s/in or 1016 and 3047 Gb/s/cm. This can be con-
trasted with Teradyne’s state-of-the-art five-pair GbX electrical
backplane connector that has a connection density of 69 differ-
ential pairs per linear inch (data taken from [21]), yielding a
linear bandwidth density of 216 Gb/s per linear inch, assuming

Fig. 3. Available and required optical power budget of a typical PWDM
interconnect as a function of channel data rate. Limit of 10 Gb/s imposed by
devices is also shown. Arrows indicate future trends, as component technologies
improve. With increasing power consumption, the P curve moves upward
in the direction of the arrow. An interconnect length of 10 m on a 50-�m core
multimode fiber is assumed.

that each differential line can sustain a 6.25-Gb/s signal in one
direction.

Ultimately, the choice between the PWDM approach de-
scribed previously and a purely parallel approach using a single
wavelength, such as 2-D parallel optics, [20] will depend on
cost and performance tradeoffs. A PWDM approach has the
advantages that it will greatly reduce the number of fiber rib-
bons and optical backplane connectors required in a system
and increase the linear bandwidth density of the backplane
connection by a factor equal to the number of wavelengths.
In addition, single-row parallel connectors are quite a bit less
costly than 2-D connectors. The 2-D parallel approach has
several advantages: 1) a 2-D lens array should be lower cost;
2) it has less optical loss than a PWDM mux and demux; and
3) only a single wavelength of VCSEL is needed. Which ap-
proach will be better suited for FTTP applications will depend
upon the cost evolution of parallel optical connectors and fiber
ribbons, the cost and loss evolution of the PWDM mux and
demux, and the cost evolution of VCSEL arrays. These trade-
offs will be investigated under the MAUI program, and a 2-D
parallel version of the PMOSA that incorporates a 4 12 lens
array in place of the mux and demux is planned. Ultimately,
it may be possible to construct a PMOSA that combines these
approaches by transmitting multiple wavelengths over a 2-D
array of fibers.

V. PWDM SYSTEM OPTIMIZATION

The most important factors driving component requirements
for a PWDM interconnect are available optical power budget,
required optical power budget, total electrical power consump-
tion, and line rate per channel. These factors are very much
interrelated, and the tradeoffs are illustrated in Fig. 3. The avail-
able optical power budget , is obtained by subtracting the
Rx sensitivity from the optical signal output from the Tx.

is a function of data rate and total electrical power con-
sumption, as shown in Fig. 3. The maximum achievable is
determined by the properties of the VCSELs and photodiodes
being used. Higher output power from VCSELs and higher re-
sponsivity and lower capacitance of photodiodes can greatly im-
prove . However, to what extent this improvement can be re-
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alized depends on other considerations, such as VCSEL speed
and threshold current, and constraints on detector size imposed
by coupling optics.

The required optical power budget is the total of all the
optical losses, including the mux/demux insertion loss, optical
coupling loss, fiber attenuation and link power penalties, plus
a margin to account for temperature variation and the aging of
devices. For fiber lengths and data rates typical for a PWDM
interconnect, fiber attenuation and link penalties are small, and

is dominated by the mux/demux insertion loss and optical
coupling loss, although at data rates beyond 10 Gb/s, the link
penalty due to intersymbol interference (ISI) begins to make a
significant contribution to . The condition for an interconnect
to operate properly is .

For PWDM system optimization, it is important to tailor
the properties of VCSELs and detectors under the given con-
straints to maximize so that it far exceeds . As shown
in Fig. 3, the excess power budget can then be traded off to
reduce total power consumption of the system or to increase
the data rate per channel. As component technologies improve,
each of the curves or lines in Fig. 3 moves in the direction of
the arrow, making it possible for the PWDM interconnect to
consume less power and/or operate at a higher data rate per
channel.

Independent of , there are several other parameters that
directly affect electrical power consumption. In the Rx, a sig-
nificant portion of power is dissipated in the output stage. Thus,
reducing the output voltage swing and increasing the system
impedance will greatly decrease power consumption. In a pro-
prietary system designed with PWDM Tx and Rx in mind, these
parameters can be optimized. In other cases, where PWDM
modules have to be designed for a 50- environment with stan-
dard logic levels, voltage swing requirements can still be re-
duced by a careful examination of electrical signal loss in the
system.

For the Tx, the characteristics of the VCSELs being used play
an important role in reducing power consumption. Lower for-
ward-bias voltage for the VCSEL helps lower the supply rail of
the driver IC, leading to a direct reduction in power consump-
tion. In addition, for a given optical modulation power from the
VCSEL, the lower the logic-1 level current required, the lower
the power dissipation of the driver IC. It should be noted that in
order to lower the required logic-1 current, simultaneous opti-
mization of the VCSEL threshold current and slope efficiency
is needed.

An optimized PWDM interconnect system is the result of a
careful tradeoff analysis of many different parameters across the
system producing optimal specifications for each component.
For the purpose of illustration, the first-generation MAUI speci-
fications for a 48-ch PWDM system with an aggregate capacity
of 240 Gb/s are listed in Table I.

The aggregate capacity of a PWDM interconnect system can
be increased by increasing the number of channels and/or in-
creasing the data rate per channel. For a given set of component
technologies, the channel data rate can only be increased by in-
creasing the output power from the VCSEL, which, referring to
Fig. 3, will move upward, shifting the intersection of
and to a higher data rate. Due to saturation of VCSEL output

TABLE I
EXAMPLE PARAMETERS FOR 240-GBd PWDM SYSTEM

Fig. 4. Optical modulation power from VCSELs as a function of Tx IC power
consumption at 3 and 5 Gb/s. These empirical plots are typical for VCSELs and
drivers used in a first-generation PWDM system.

power, the increase in channel data rate is limited, often leaving
a channel count increase as the only option for achieving greater
aggregate capacity. Even when permissible, increasing the data
rate may result in more power consumption compared with in-
creasing channel count. To illustrate the point, let us consider
power consumed by two systems, system 1 having channels
each with data rate B and system 2 having 2 channels each
with data rate B/2 so that the aggregate capacity is the same for
both cases. For system 1, the VCSEL will need to produce more
optical power, requiring its driver IC to dissipate more electrical
power. It can be seen from Fig. 4 that if the optical power has to
be increased by more than 3 dB, which could easily be the case,
then the Tx power consumption will be more than double. In ad-
dition, to accommodate twice the bandwidth, the system 1 Rx
has to dissipate more power, often by more than a factor of 2. It
is then highly possible that total power consumption of system
1 would be larger than system 2. It should be noted that the op-
timum choice of channel count and channel data rate depends
on other considerations as well, including complexity of op-
tics, electrical I/O port density and speed, and crosstalk, among
others.
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Fig. 5. Block diagram for single channel of (a) Tx and (b) Rx ICs. These
diagrams do not include bypassing and filtering electronics but include the
essential circuit blocks used in the core electronics. In the Tx, a dummy laser
diode (not shown) is included on chip to prevent common-mode feedback
effects. Similarly, a dummy photodiode is included on chip on each receive
channel.

VI. INTEGRATED CIRCUITS

The key goal in the design of the PMOSA Tx and Rx cir-
cuits has been the achievement of maximum data transfer per
unit of power dissipated. This is achieved by using low supplies
and currents and designing with this goal in mind. Because the
fiber losses and link penalties are negligible for the very short
distances that MAUI aims to address, and since both ends of
the link, including the lasers and photodiodes can be optimized
together, power efficiencies in excess of 250 Gb/s/W can be
achieved.

The first-generation MAUI ICs are implemented in a 45-GHz
SiGe BiCMOS process (i.e., a process that includes both

CMOS and SiGe bipolar transistors). A block diagram of the Rx
and Tx circuits used for each channel is shown in Fig. 5. A full
CMOS implementation is possible but is somewhat restricted
by the bias and voltage swing requirements of the VCSELs and
photodiodes. In addition, short-channel CMOS is much more
expensive to prototype due to mask costs. Since the cost of the
ICs is expected to account for only a small fraction of the total
PMOSA cost, short-channel CMOS may not be compelling for
this application. Eventually, short-channel CMOS may be re-
quired if it becomes necessary to integrate higher level func-
tionality or even processing power into the PMOSA.

To illustrate the type of performance that can be expected, Rx
and Tx circuits designed in a 45-GHz BiCMOS process can
be designed to operate from 2.5-V supplies. By choosing small
devices and using currents in the microamp range in the front
end and in the receive chain, sensitivities below 17 dBm at
5 Gb/s with a total power consumption of 15 mW are achievable.
The bandwidth of the Rx under worst-case conditions is set to
about 70% of the data rate to prevent undue losses due to ISI.
Transmitter power consumption of 15 mW per channel at 5 Gb/s
can also be achieved.

In order to minimize power in the MAUI Rx, it is necessary
to reduce the normal postamplifier limiting stages to one and
to simplify the offset correction circuitry. In addition, since the
MAUI application is short distance and does not require a high

dynamic range, further power savings can be gained by com-
promising the high-power end of the range through reduction
of currents in the buffer circuits and amplifier stages and by
incorporating as much gain as possible in the transimpedance
stage. Reducing the gain of the Rx is enabled by the reduced
link budget.

It is of course possible to design a single-ended Rx, and this
has the potential to be even more power efficient; however, this
approach compromises the power supply rejection ratio, which
is very critical in this application [22]. Supply noise is one of the
major mechanisms for creating crosstalk, and the dense packing
of 48 channels with multigigahertz bandwidths makes this a
key consideration. In the differential configuration used, on-chip
diodes, which emulate the photodiodes, are used to preserve
symmetry to the maximum extent possible and avoid common-
mode feedback effects.

The MAUI Tx design requires a careful choice of both the ex-
tinction ratio and the bias current to prevent excessive jitter. This
requires that the bias current be substantially higher than the
laser threshold. The VCSEL should be optimized for threshold
rather than speed [23].

In order to minimize crosstalk, all of the MOS current
sources are placed into isolated p-wells to reduce substrate in-
jection effects, and all bias references have filter circuitry. Local
bypassing is also used whenever possible to minimize supply
noise. To maintain isolation from the substrate, metal-to-metal
capacitors are used, rather than capacitors using diffused layers.
Finally, high-speed I/Os are routed using a differential coplanar
waveguide configuration, where the signals maintain a high de-
gree of isolation due to the presence of ground planes between
signals.

Because these circuits are running at very low currents, para-
sitic effects associated with having large-value passive elements
have to be carefully evaluated. It is very important to design the
passive components with this in mind. Adequate resistor models
that include statistical mismatch data for process variations of
length and width are essential. Substantial effort must be placed
into simulations that include layout parasitics to minimize the
circuit area and ensure high yield. Passives must be sized with
the tradeoff of increased area versus increased parasitics con-
sidered for every device and circuit node.

Because so many minimum-size devices are used in these cir-
cuits, designing for the effects of mismatch in transistor base-
emitter voltage and MOS threshold voltage is also a
critical consideration. This can be addressed by using Monte
Carlo simulations that vary both the process variations and the
environmental conditions. The results, both before and after de-
sign optimization, of one of the Rx simulations is included in
Fig. 6. This identified multiple robustness problems in the cir-
cuitry, which were solved by some configurational changes and
some changes in device choices. For this circuitry, the Monte
Carlo analysis was very valuable in identifying the minimum
practical size for various devices and in identifying topology
problems.

As IC processes become faster, PMOSA performance can
continue to improve. Throughout the duration of the MAUI pro-
gram, efforts will be made to further increase power efficiency
by lowering the supply voltage and decreasing currents, while
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Fig. 6. Example Monte Carlo simulations, each showing 1000 simulation
results. In this instance, the bandwidth of the Rx channel is simulated over
process, mismatch effects, and temperature to test the robustness of the design.
In (a), the wide bimodal distribution and large standard deviation (1.08 GHz)
indicate a problem. This problem was traced primarily to a resistor tolerancing
issue. A rerun of the Monte Carlo analysis after the layout of the cell and
schematic are improved is shown in (b). After the improvement, the standard
deviation has been reduced to 97 MHz.

increasing line rates. About 40% of the power is now consumed
in the I/Os. This is dictated by both the optical power required by
the link budget and by the minimum signals required by down-
stream CMOS circuits. Reductions in the voltage and current
requirements of the VCSELs and photodetectors, as well as re-
ductions in the insertion loss of the PWDM optics will have a
significant impact on improving the overall power efficiency of
future Tx and Rx ICs.

VII. PWDM OPTICS

Both the PWDM mux and demux being developed for the
MAUI program are based on the same basic optical zig-zag ar-
chitecture that has been used in single-fiber CWDM demuxes
[6]–[8]. In the PMOSA, however, we have extended this archi-
tecture to apply to a 12-fiber ribbon with a 250- m fiber-to-
fiber pitch. Thus, each optical chip has 12 four-wavelength
muxes or demuxes integrated side by side on a 250- m pitch,
as can be seen in Fig. 2. Fig. 7 shows ray-tracing models of
a single-fiber cross section for the first-generation MAUI mux
and demux.

Unlike earlier CWDM optics, which were individually fabri-
cated injection-molded plastic parts, the MAUI optics are pat-
terned photolithographically in wafer form. This approach is
taken because it is more suitable for devices containing large
numbers of lenses, it allows for wafer-scale optical alignment

and assembly, and it allows lenses to be fabricated in high-re-
fractive-index materials.

The basic optical elements used in this architecture are lenses,
mirrors, and bandpass filters. Lenses are used at the inputs and
outputs to angle light beams and to either collimate or focus.
Mirrors are used to bounce the beam internally along a zig-zag
path. Bandpass filters are used to separate or combine wave-
lengths through spectrally selective transmission. Bandpass fil-
ters transmit all wavelengths within a particular band and reflect
all others.

Since the MAUI mux and demux are meant to always be used
together as part of a link, tradeoffs in their losses relative to one
another must be considered. One such tradeoff is the choice of
fiber type. The use of large-core multimode fiber facilitates the
mux design, since coupling is always easier to a larger fiber. On
the other hand, the use of smaller core fiber would simplify the
design of the demux, since the output of a smaller core fiber is
easier to collimate and can be focused to a smaller spot. The
fiber type should be chosen to minimize the combined loss of
the mux and demux.

It should be noted that independent of fiber type, minimizing
the VCSEL emitting area and numerical aperture (NA) and max-
imizing the photodiode area will tend to minimize the overall
loss of the optics. It is also worth noting that by ordering the
wavelengths such that the channel with the most loss in the mux
has the least loss in the demux, and vice versa, the combined
loss of the optics can be minimized.

The mux can be thought of as an imaging system that projects
the image of the VCSEL aperture onto the fiber input facet.
Since the NA of the VCSEL is usually larger than the NA of the
fiber, magnification is required. This magnification imposes a
tighter alignment tolerance of the VCSEL to the mux than would
be required in a one-to-one imaging system.

In the demux, the light is directed to the photodiodes, which
have a very high collection angle. Consequently, the goal is to
achieve the smallest possible focused spot on the detector. This
allows for improved alignment tolerances and smaller detector
active areas, which in turn have improved high-speed perfor-
mance. To minimize the area of the focused spots, the focusing
lenses are integrated into the photodiode substrate, allowing
them to be closer to the focal plane than had lenses on the bottom
side of the demux been used.

In the design of the PWDM optics, either refractive or diffrac-
tive lenses can be used. Diffractive lenses are easier and less ex-
pensive to manufacture but impose an inherent loss penalty due
to finite diffraction efficiency. One advantage is that a vortex
design can be used to minimize back reflections to the laser
sources, which can cause instabilities at high modulation speeds
[24]. Refractive lenses do not have an inherent loss penalty, but
they require sophisticated and costly manufacturing techniques,
such as gray-scale lithography, and are more prone to deviations
from design parameters.

Concave relay mirrors are used to maintain collimation over
long optical paths and become necessary as the number of wave-
lengths increases. In addition, relay mirrors can be used to im-
prove alignment tolerances in the mux and demux. The use of
relay mirrors, however, induces higher complexity and increases
manufacturing cost.
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Fig. 7. Single-fiber ray-tracing models of the first-generation PWDM optical elements. (a) Multiplexer: Light is emitted upward from the four VCSELs at the
bottom. Four lenses on the bottom mux element collimate and angle the light, which then passes through bandpass filters matching each VCSEL wavelength.
Through consecutive bounces off the top reflective surface of the top element and the filters, the four beams converge to a single beam. The output lens at the top
left of the top mux element angles and focuses that beam onto the fiber input facet. (b) Demultiplexer: Light is emitted downward from the fiber. The lens at the
top of the demux collimates and angles the light, which then bounces between the bandpass filters at the bottom and the reflective top surface. A concave relay
mirror helps collimate the light on the last bounce. Each filter allows a specific wavelength to pass. Each output beam is collected by a lens on the top side of the
photodiode and is focused onto the active area on the bottom side of the photodiode. The actual PWDM optical elements include 12 replications of the models
shown, one for each fiber, on a 250-�m pitch.

Refractive and reflective optics do not impose any loss due
to geometrical limitations. Nevertheless, there are several sec-
ondary loss sources. These include scattering due to surface
imperfections, filter and reflector losses, alignment losses, im-
perfect anti-reflection coatings, and losses from lens and relay
mirror fabrication errors. Should diffractive lenses be used, an
additional loss is imposed to the ones previously mentioned, due
to the finite diffraction efficiency of these elements.

Of the loss sources mentioned, only the filter and reflector
losses are unique to PWDM, the rest being present in standard
parallel optics. While some of the other loss sources might be
accentuated due to the increased complexity of the PWDM op-
tics, it should still be possible to implement PWDM with a min-
imal loss penalty relative to 2-D parallel optics.

PWDM optical interconnects are inherently 2-D, with one
axis extending along the fiber array and the second along wave-
length. The scaling of PWDM interconnects can be achieved by
extending either or both of these axes.

To scale along the wavelength axis, one has to use more
VCSEL wavelengths. This involves reducing the wavelength
spacing between channels, extending the overall wavelength
range, or both. As one reduces the wavelength spacing, toler-
ances on the VCSELs and optics become tighter, the mux and
demux dimensions must become larger, and the PWDM optics
design becomes more difficult. On the other hand, extending
the wavelength range requires new VCSEL wavelengths to be
developed. To accommodate more channels, the PWDM optics
will need to incorporate additional relay mirrors to maintain
collimation over a longer optical path. The alignment tolerance
of the devices will be decreased, since some misalignments are
amplified with additional bounces. Finally, material absorption
could become an issue, depending upon the wavelengths and
the optical material used.

In the first-generation MAUI PMOSA, four wavelengths are
used with a 30-nm spacing. The shortest wavelength, 990 nm,
was chosen by the requirement that the indium phosphide
(InP) photodiode substrate be transparent, and the longest
wavelength, 1080 nm, was chosen by the desire to use four
VCSELs that could be easily fabricated in the same indium
gallium arsenide (InGaAs) multi-quantum-well system. By

changing the filters, the same MAUI mux and demux will work
with any set of wavelengths that are spaced by at least 20 nm
and are not absorbed by the material in which the microoptics
are fabricated.

Scaling to eight wavelengths may be practical without a
major change in the mux and demux architecture by adding
more VCSEL wavelengths. As tolerances on both the mi-
crooptic lens fabrication and on alignment improve with time,
scaling beyond eight wavelengths may be possible.

Scaling along the fiber axis is straightforward as far as the
optics are concerned. To accommodate more than 12 fibers,
a PWDM mux or demux must simply integrate the required
number of replications of the single-fiber mux or demux in
an array matched to the fiber connector. Limits are set by the
manufacturability and cost of the fiber connectors. Ultimately,
scaling in either dimension may be limited by the yield of the
optoelectronics.

VIII. MAUI-ENABLED COMPUTER ARCHITECTURE

The PWDM optical interconnects being developed under the
MAUI program can be used in many applications in which very
high bandwidth density is required over relatively short dis-
tances. In this section, we focus on one possible MAUI-en-
abled architecture being studied at USC for a system-area net-
work (SAN) based on a new building block called the encapsu-
lated processor. The encapsulated processor is a single CMOS
chip with fiber-optic ports as the only means of off-chip high-
speed data communication. In addition to a theoretical study of
the encapsulated processor architecture, USC is developing cir-
cuitry that can be used in this architecture to interface between
a PMOSA and a processor.

By incorporating the advantages of fiber optics with the in-
tegration capability of scaled CMOS electronics, the encapsu-
lated processor leads to a new microprocessor design point.
Fiber optics brings the advantages of reduced power dissipa-
tion from high-speed chip I/O, improved edge-connection den-
sity bandwidth, low crosstalk, and zero EMI to systems, en-
abling high-bandwidth access to key resources such as main
memory and the SAN, scaling to larger multiprocessor systems,
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Fig. 8. Imbalance between microprocessor internal data path bandwidth and
memory-bus bandwidth continues to grow with each microprocessor generation,
already in excess of 0.5 Tb/s [18].

and reduced overall system power density in distributed multi-
processor systems.

Increasing the per-port bandwidth has a particularly large
impact in multiprocessor systems where it is a simple way to
dramatically reduce SAN latency. Under equal loading con-
ditions in a multiprocessor SAN, an interconnection network
with a bandwidth of 32 GB/s/port has a six times lower latency
compared with an interconnection network with a bandwidth
of 3.2 GB/s/port [25]. Data transfer latency from memory will
also be dramatically reduced through the increased bandwidth
available with the encapsulated processor.

The microprocessor as we know it continues to be imple-
mented as a distinct computing engine with small, fast on-chip
memory and a significantly larger off-chip external memory.
This fundamental system partition demands low-latency and
high-bandwidth access to memory for any high-performance
processor. While the advantages of high-memory bandwidth are
understood, conventional bus-based electrical solutions are per-
formance limited due to difficulties with electrical signaling at
multigigahertz rates over low-cost packaging and printed cir-
cuit board (PCB) interconnects as discussed in Section III. This
has resulted in an increasing mismatch between internal micro-
processor bandwidth and external memory-bus bandwidth, as
shown in Fig. 8 (data from [26]). Fig. 8 accounts for a super-
scalar microprocessor architecture by multiplying internal data
path width by the number of instructions that can be issued si-
multaneously. The internal CPU bandwidth of the Itanium-2
processor is more than an order of magnitude greater than the
external memory-bus bandwidth. Attempts to increase external
memory-bus bandwidth using electrical signaling result in in-
creased power dissipation, reduced noise tolerance, and latency.

In the coming years, the imbalance between microprocessor
performance and memory access will be driven to a crisis point
[25], [27]. As illustrated by Fig. 8, with successive generations,
the difference between internal microprocessor bandwidth and
memory-bus bandwidth will continue to grow beyond an order
of magnitude. Without a new approach, the microprocessor will
lose hundreds of process cycles while waiting for a single read
from main memory.

Fig. 9. Encapsulated processor shown is a single CMOS chip with fiber-optic
ports as the only means of external high-speed data communication. In the
implementation shown, a socket supplies power and ground and includes
optical ports, each of which provide 2 � 60 GB/s (480 Gb/s) of external data
bandwidth.

Data transfer latency from memory cannot be hidden by
pre-fetch when a user application is memory-bandwidth bound.
High-bandwidth memory interfaces improve microprocessor
performance even for cache-friendly applications [25] by re-
ducing the L2 miss penalty at the cost of a higher L2 miss rate,
allowing reduced on-chip memory, better yields, and lower
power dissipation.

As shown in Fig. 9, the encapsulated processor is a single
CMOS IC with fiber-optic ports as the only means of external
high-speed data communication. This can be implemented, for
example, with a socket that, in addition to supplying power
and ground, includes the PMOSAs and the interface ICs re-
quired for encoding and multiplexing the raw data into a form
suitable for optical transmission. There are low-power, noncon-
trolled impedance, short-distance electrical links embedded in
the socket for interconnecting the processor, the interface ICs,
and the PMOSA. Eventually, the interface circuitry may be in-
tegrated into the PMOSA. The processor IC can have separate
thermal management from the PMOSAs and interface ICs. Op-
tical ports are available for memory, I/O, multiprocessor, and
scalable SAN interconnection.

The encapsulated processor includes a single CMOS chip
consisting of two or more CPUs with an L1 and L2 cache con-
nected by a crossbar switch, as shown in Fig. 10. The crossbar
connects to an on-chip L3 cache and multiple high-speed fiber-
optic ports. Main memory could be connected directly to an op-
tical port or via an external crossbar. Main memory may have
its own processors (PIM) and pipelined translation look-aside
buffer (TLB) whose purpose is to efficiently feed the encapsu-
lated processor.

The bisection bandwidth of the eight-port crossbar switch in-
tegrated into the encapsulated processor shown in Fig. 10 would
be 960 GB/s (7.68 Tb/s). Innovative circuit design using 90-nm
CMOS technology predicts that the crossbar switch core could
dissipate a total power of less than 6 W.

The direct replacement of an electrical link with optics intro-
duces an electrical-to-optical and optical-to-electrical conver-
sion delay. Typical values for this delay are less than 0.5 ns for
a complete link. In practical applications, this is compensated
for by the reduced time of flight of an optical signal traveling in
glass fiber compared with an electrical signal propagating in an
FR-4 dielectric. Such signal delays are insignificant compared
with other latencies in the system.



2052 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 22, NO. 9, SEPTEMBER 2004

Fig. 10. Encapsulated processor consists of two or more CPUs with L1 and L2 cache connected by a crossbar switch. Main memory could be connected directly
to an optical port or via external crossbar using dual-simplex point-to-point electrical links signaling at 3 Gb/s.

In the example shown in Fig. 10, the total latency to request
data from main memory and return it to the microprocessor of
about 37 ns is dominated by the 25-ns core row-access latency of
the dynamic random access memory (DRAM) itself. As future
memory designs improve on this value, the advantages of using
a PWDM fiber-optic port in combination with crossbar switches
become more evident. The high-bandwidth port consumes less
power and less board area compared with any all-electrical alter-
native. In addition, memory can be scaled while incurring min-
imal additional latency by adding crossbar switches. In general,
a high-bandwidth SAN also allows intelligence (and the associ-
ated power dissipation) to be distributed throughout the system.

The encapsulated processor, serviced by high-bandwidth
fiber-optic interconnects, can become a basic general-pur-
pose building block for systems because the high-bandwidth
fiber-optic ports enable a wide range of specialized system
configurations. FTTP is a natural technology convergence
point that should first find application in bandwidth-intensive
mainframe and server applications, followed by rapid adoption
in the PC, workstation, and router market segments [28].

IX. MANUFACTURABILITY AND COST

One of the primary goals of the MAUI program is to develop
technologies that will minimize the final cost of the interconnect
solution. In order to achieve a $1/Gb/s price target per link, a 48

10.4-Gb/s PMOSA Tx/Rx pair plus the needed connectors
and cabling would need to sell for $500.00. In addition to very
low-cost components, this will require very high-throughput as-
sembly and test and very high optoelectronic yields.

One technology that has the potential to dramatically reduce
the overall cost of the PMOSA is wafer-scale optical alignment
and assembly. Because the mechanical base of the PMOSA is
an integrated circuit, it is possible to assemble a large array of
PMOSAs with the ICs in wafer form [3], [5]. Since the PWDM
mux and demux are constructed out of photolithographically
defined microlens arrays, they can be manufactured as wafers

and then optically aligned and attached to a wafer or portion of
a wafer of ICs. It may also be possible to align and attach the
lid in wafer form.

By replacing many precision optical alignment and attach-
ment steps with a single wafer-scale step, significant cost sav-
ings are possible. This potential cost savings must be weighed
against the improved performance and yield that can be obtained
by individually actively aligning and assembling each PMOSA.
These tradeoffs will be investigated as part of the MAUI pro-
gram.

For many practical reasons, it does not make sense to attach
optoelectronic components in wafer form; nevertheless, to allow
for subsequent wafer-scale assembly of the PWDM optics, it
may make sense to attach singulated optoelectronic arrays to
ICs that are still in wafer form. Traditional flip-chip die-attach
systems solder a single die at a time, making the VCSEL and
photodiode attachment step a potential bottleneck. As part of
the MAUI program, an automated die-attach system is being
developed that will be capable of simultaneously aligning and
soldering multiple die. This technology has the potential of dra-
matically reducing the time required to populate the ICs with
optoelectronics.

A large part of the cost associated with any multichannel op-
tical interconnect technology is in the testing. With 48 high-
speed differential channels, tests will have to be performed on
96 separate electrical lines at data rates as high as 15 Gb/s, po-
tentially requiring a great deal of time and expensive equip-
ment. To address this problem, multiplexed testing technologies
are being developed that will allow any number of channels to
be quickly and easily tested with standard single-channel test
equipment. These multiplexed testing technologies include in-
expensive high-bandwidth selector switches and multichannel
pattern-generation chips. Optical testing of the PWDM mux
and demux is also being addressed through the development of
an automated system for quickly testing insertion loss, optical
crosstalk, and spectral properties of all 48 optical channels of
each device.
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A final issue that must be resolved before MAUI PWDM
technology can be made practical for computer interconnects is
VCSEL yield. In order for a PMOSA containing 48 VCSELs
to be low-cost, a very high VCSEL yield must be achieved.
While improving VCSEL manufacturing processes is beyond
the scope of the MAUI program, great improvements can be
made in VCSEL yield, resulting in dramatic cost reductions,
simply by relaxing electrical and optical performance specifica-
tions as well as operating temperature requirements. These can
be addressed through proper optimization of the laser driver cir-
cuitry and PWDM optics, as well as by optimizing the thermal
environment in the end application. The impact of optimizing
these system parameters on VCSEL cost will be studied, and
every effort will be made to optimize these parameters during
the program.
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